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• Given a sequence of column vectors xt, we can define the n × c
overlapping matrices, Mold and M̃new, along with their SVDs, as

Mold = [ x1 x2 · · · xc ] = UoldΣoldV
H

old

M̃new = [ x2 · · · xc xc+1 ] = ŨnewΣ̃newṼ H
new

• Using the rank-two secular function, we can determine the
singular values and left singular vectors of M̃new from the singular
values and left singular vectors of Mold with one O(n3) matrix
product

• Using the IFAST algorithm, we can determine an approximation
to the r largest singular values and left singular vectors of M̃new

from the r largest singular values and left singular vectors of Mold

with one O(nr2) and two O(r3) matrix products
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• Mold, M̃new ∈ C32×32

• Similar plot for other matrix
dimensions.

• The full decomposition and
the secular update produce
identical results.

• Offset in IFAST at r = 0

comes from O(nc) terms.
5 10 15 20 25 30

0

2

4

6

8

10

12
x 10

5

r, subspace dimension

A
pp

ro
xi

m
at

e 
FL

O
P

S

full decomposition

secular update

IFAST

FAST

• For large r, the dominant term in the IFAST computation is an
r + 2 × r + 2 eigendecomposition.

• All methods calculate singular values and left singular vectors only.
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• If we define the two vectors a and b,

a = UH
old x1, b = UH

old xc+1

then we can define the matrix G̃ as

G̃ = UH
oldM̃newM̃H

newUold = Σ2
old − aaH + bbH

which is a diagonal matrix plus two rank one matrices.

• If we write the eigendecomposition of G̃ as

G̃ = ŨGΣ̃GŨH
G

then the singular values and left singular vectors of M̃new are

Σ̃new =

√
Σ̃G and Ũnew = UoldŨG
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• The eigenvalues of G̃ are the roots of the rank-two secular equation

w(λ) =

1 −
n∑

j=1

|aj|2

σ2
j − λ

1 +

n∑
j=1

|bj|2

σ2
j − λ

 +

∣∣∣∣∣∣
n∑

j=1

a∗jbj

σ2
j − λ

∣∣∣∣∣∣
2

w(λ) = wa(λ) wb(λ) + |wab(λ)|2

where wa(λ) is the secular function for Σ2
old − aaH,

and wb(λ) is the secular function for Σ2
old + bbH

• The unnormalized ith eigenvector of G̃ is

ũi

cs
=
(
Σ2

old − σ̃2
i I
)−1
(
a +

wa(σ̃
2
i )

wab(σ̃2
i )

b

)
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Poles of w(λ) are squares of singular values of Mold

Roots of w(λ) and C(λ) are squares of singular values of M̃new

Note that each new eigenvalue is bounded by σ2
i+1 < σ̃2

i < σ2
i−1
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• Mold shares all but one column with M̃new, therefore U ′
old is a

reasonable approximation to the columnspace of Ũ ′
new, except for

the contribution of x1 and xc+1

• If we define q1 and q2 as a Gram-Schmidt augmentation to U ′
old,

z1 = (I − U ′
oldU

′
old

H)xc+1, q1 = z1/‖z1‖,
z2 = (I − [ U ′

old | q1 ][ U ′
old | q1 ]H)x1, q2 = z2/‖z2‖,

then we can define

M̃ ′
new = [ U ′

old |Q ][ U ′
old |Q ]HM̃new

The r largest singular values and left singular vectors of the rank
r + 2 matrix M̃ ′

new, are reasonable approximations to the r largest
singular values and left singular vectors of M̃new

• Substituting M̃ ′
new for M̃new is the only approximation in IFAST



The IFAST Algorithm

University of Rhode Island

8

uasp05

Step Description

1) z1 =
(
I − U ′

oldU
′
old

H
)
xc+1

q1 = z1/ ‖z1‖

z2 =
(
I − [ U ′

old | q1 ] [ U ′
old | q1 ]H

)
x1

q2 = z2/ ‖z2‖

Gram-Schmidt augment U ′
old

with the column we are dis-
carding, x1, and the column
we are adding, xc+1, to create
the matrix Q = [q1 q2], where
[ U ′

old |Q ]H [ U ′
old |Q ] = I

2) D̃ = Σ′2
old − U ′H

old x1x
H
1 U ′

old + U ′H
old xc+1x

H
c+1U

′
old

F̃ =

[
D̃ U ′H

old M̃newM̃H
newQ

QHM̃newM̃H
newU ′

old QHM̃newM̃H
newQ

] Create F̃ , whose eigendecom-
position will give us the SVD
of M̃ ′

new. Equivalent to F̃ =

[ U ′
old |Q ]HM̃newM̃H

new[ U ′
old |Q ]

3) ŨfΣ̃fŨ
H
f = F̃ Take eigendecomposition of F̃

4) Ũ ′
new = [ U ′

old |Q ]Ũf

Σ̃′2
new = Σ̃f

Determine the singular values
and left singular vectors of M̃ ′

new
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1210.752108327795

1300.915147265195
1300.793378303474

(exact U’)IFAST :

SNR: 1.5, 0.8, 1.8

FAST:

1300.916314593100

IFAST:

SVD:
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• Given Uold and Σold from Mold, and defining like before

a = UH
oldx1, b = UH

oldxc+1

the matrix G̃ = UH
oldM̃newM̃H

newUold, can be written as

G̃ = Σ2
old − aaH + bbH

• Given U ′
old and Σ′

old from Mold, and defining

Σ̂ = QHMoldMold
HQ, â = QHx1, b̂ = QHxc+1

the matrix F̃ = [U ′
old Q]HM̃newM̃H

new[U ′
old Q], can be written as

F̃ =

[
Σ′2

old 0

0 Σ̂

]
−
[

a′

â

] [
a′

â

]H

+

[
b′

b̂

][
b′

b̂

]H

• We can now use their rank-two secular functions for comparison
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Poles of wg(λ) are squares of singular values of Mold

Roots of wg(λ) are squares of the singular values of M̃new

Roots of wf(λ) are squares of the singular values of M̃ ′
new
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• The rank-two secular function is the product of the two rank-one
secular functions plus a cross term, w(λ) = wa(λ)wb(λ) + |wab(λ)|2

• We can define the difference of the rank one secular function of
G̃b = Σ2

old + bbH and F̃b as

efb
(λ) = wfb

(λ) − wgb
(λ)

and the unique parts of wfb
(λ) and wgb

(λ) as

ugb
(λ) = −

n∑
j=r+1

|bj|2

λ

∞∑
i=2

(
σ2

j

λ

)i

, ufb
(λ) = −

2∑
j=1

|b̂j|2

λ

∞∑
i=2

(
σ̂j

λ

)i

• The three functions efb
(λ), ugb

(λ), and ufb
(λ) are all about the same

magnitude in the region of λ that we are interested in, therefore
ufb

(λ) can be used to give an idea of the error in the approximation



Secular Function Differences

University of Rhode Island

13

uasp05

−6

−5

−4

−3

−2

−1

0

1

2
σ2

1

σ̃2
1

σ2
2

σ̃2
2

σ2
3

σ̃2
3

σ2
4

σ̃2
4

σ2
5

σ̃2
5

σ2
6

σ̃2
6

σ2
r

σ̃2
r

σ2
r+1σ̂1σ̂2

log10(|efb(λ)|)
log10(|ugb(λ)|)
log10(|ufb(λ)|)

Error and difference in the secular functions for F̃b and G̃b

Drops off rapidly in region on interest, λ > σ2
r



Summary of Presentation

University of Rhode Island

14

uasp05

• IFAST Algorithm - Singular value and left singular vector
estimates in O(nr2) time. Improved the computational efficiency,
accuracy, and flexibility of the FAST algorithm.

• Secular Method - Method to find eigendecomposition of a
diagonal matrix plus two rank one matrices in O(n2) time, and
update the singular values and left singular vectors of a matrix
where one column changes with a single O(n3) matrix product.

• IFAST Analysis - Show how to use rank-two secular function to
analyze accuracy of IFAST algorithm. This gives some insight
into where IFAST is applicable.


